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_________________________________________________________________________________ 

ABSTRACT—  In this research, it has been developed a prototype biometric system which integrates facial images 

and fingerprints. The system overcomes the limitations of face recognition systems as well as fingerprint recognition 

systems. The integrated prototype system operates in the identification mode with an admissible response time. The 

identity established by the system is more reliable than the identity established by a face recognition system. In 

addition, the proposed decision fusion scheme enables performance improvement by integrating multiple features with 

different confidence measures. Experimental results demonstrate that the system performs  well. It meet up the 

response time as well as the accuracy requirements. 
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_________________________________________________________________________________ 

 
1. INTRODUCTION 

A biometric system uses multiple applications to capture different types of biometrics. This allows the 

integration of two or more types of biometric recognition and verification the systems in order to meet stringent 

performance requirements. A multimodal system could be, for instance, a combination of fingerprint verification, face 

recognition, Iris identification, voice verification and smart card or any other combination of biometrics. This enhanced 

structure takes advantage of the proficiency of each individual biometric and can be used to overcome some of the 

limitations of a single or two biometric. A multimodal system can combine any number of independent biometrics and 

overcome some of the limitations presented by using just one or two biometric as verification tool. For instance, it is 

estimated that 5% of the population does not have legible fingerprints, a voice could be altered by a cold and face 

recognition systems are susceptible to changes in ambient light and the pose of the subject [3][9]. A multimodal system, 

which combines the conclusions made by a number of unrelated biometrics indicators, can overcome many of these 

restrictions. Unlike single Biometrics methods of authentication a Multimodal biometric system uses multiple bio-

applications to capture and store different types of biometric signatures. Using this method allows the integration of two 

or more types of biometric verification systems in order to increase the performance and reliability of security systems 

and to meet required security standards. Multimodal systems are generally more vital to fraudulent technologies, because 

it is of the opinion that it is more difficult to forge or copy multiple biometric characteristics than to forge a single 

biometric. 

 

2. IDENTIFICATION ACCURACY OF BIOMETRIC SYSTEMS 
Due to intra class variations in the biometric characteristics, the identity can be established only with certain 

confidence. A decision made by a biometric system is either a “genuine individual” type of decision or an “impostor” 

type of decision [11], [12],[13],[14]. For each type of decision, there are two possible outcomes, true or false. Therefore, 

there are a total of four possible outcomes: 

 

a) A genuine individual is accepted 

b) A genuine individual is rejected 

c) An impostor is accepted 

d) An impostor is rejected 

 

Outcomes 1 and 3 are correct, whereas outcomes 2 and 4 are incorrect. The confidence associated with different 

decisions may be characterized by the genuine distribution and the impostor distribution, which are used to establish two 

error rates: 
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a) False acceptance rate (FAR), which is defined as the probability of an impostor being accepted as a genuine 

individual and 

b) False reject rate (FRR), which is defined as the probability of a genuine individual being rejected as an 

impostor. 

 

FAR and FRR are dual of each other. A small FRR usually leads to a larger FAR, while a smaller FAR usually implies a 

larger FRR. Generally, the system performance requirement is specified in terms of FAR [1][9]. A FAR of zero means 

that no impostor is accepted as a genuine individual. 

In order to build a biometric system that is able to operate efficiently in identification mode and achieve desirable 

accuracy, an integration scheme which combines two or more different biometric approaches may be necessary. For 

example, a biometric approach that is suitable for operating in the identification mode may be used to index the template 

database and a biometric approach that is reliable in deterring impostors may be used to ensure the accuracy. Each 

biometric approach provides a certain confidence about the identity being established. A decision fusion scheme which 

exploits all the information at the output of each approach can be used to make a more reliable decision. 

 

 

3. PROPOSED SYSTEM ARCHITECTURE 
User verification systems that use a single biometric indicator often have to contend with noisy sensor data, 

restricted degrees of freedom, non-universality of the biometric trait and unacceptable error rates. Attempting to improve 

the performance of individual matchers in such situations may not prove to be effective because of these inherent 

problems. Multi-biometric systems seek to alleviate some of these problems and drawbacks by providing multiple 

evidences of the same identity. These systems help achieve an increase in performance that may not be possible using a 

single biometric indicator. 

 

It has been  introduced a prototype integrated biometric system which makes personal identification by integrating facial 

images and fingerprints. The prototype integrated biometric system shown in Fig.1 operates in the identification mode. 

The proposed system integrates three different biometric Approaches (face recognition and fingerprint recognition) and 

incorporates a decision fusion module to improve the identification performance. 

 

 

4. DESIGN ISSUES OF THE DEVELOPED MULTIMODAL BIOMETRIC SYSTEM 
 

i. Choice and number of biometric indicators: The proposed system uses three biometric (facial image and 

fingerprint) indicator to identify a person.  

ii. Fusion level: Decision fusion which integrates multiple cues has proved beneficial for improving the accuracy 

of a recognition system [11], [12], [18]. Generally, multiple cues may be integrated at one of the three different 

levels which are discussed in Multimodal Biometric system. In our system, the decision fusion is designed to 

operate at the decision level. Each biometric system makes its own recognition decision based on its own feature 

vector. A majority vote scheme can be used to make the final recognition decision. 

iii. Fusion Methodology: Fusion methodology means the techniques which are used to make final decision of a 

multimodal system. Our system uses a conjunctive rule based methodology which is discussed below. 

 

 

Mode of operation: A multimodal biometric system can operate in one of three different modes which are discussed in 

multimodal biometric system. The system has been used parallel mode of operation where information from facial image 

and fingerprint are used simultaneously to perform recognition. 

 

 

 

5. FACE RECOGNITION 
The system is initialized by first acquiring the training set. Eigenvectors and Eigenvalues are computed on the 

covariance matrix of the training images [4][5][6]. The M highest eigenvectors are kept. Finally, the known individuals 

are projected into the Eigen face space, and their weights are stored.  Once the eigenfaces are created, identification 

becomes a pattern recognition task. When an unknown face or new facial image is found, project it into the eigenspace. 

To recognize the face, the Euclidean distance is measured between the unknown image's position in eigenspace and all 

the known face positions in eigenspace. Select the face closest in eigenspace to the unknown face as the match.  
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                                                       Fig.1:  Proposed Diagram of the Multimodal System 

 

Let a facial image I(x, y) be a two-dimensional N by N array of intensity values or a vector of dimension N
2
. A 

typical image of size 256 by 256 describes a vector of dimension 65,536, or equivalently, a point in 65,536-dimensional 

space [6]. Consider our training set of images of 100 by 100 pixels. Images of faces, being similar in overall 

configuration, will not be randomly distributed in this huge space thus can be described by a relatively low dimensional 

subspace. The main idea of principal component analysis is to find the vectors which best account for the distribution of 

the face images within the entire image space. These vectors define the subspace of the face images, which we call “face 

space”. Each vector of length N
2
, describes an N by N image, and is a linear combination of the original face images. 

Because these vectors are the eigenvectors of the covariance matrix corresponding to the original face images, and 

because they are face like in appearance, we refer to them as “eigenface”.  

 

Steps for eigenfaces / eigenspace calculation:  
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1. The first step is to obtain a set S with M face images. Each image is transformed into a vector of size N and placed 

into the set. 

 MS  ,,,,, 4321    

2. Second step is to obtain the mean image Ψ. 

        

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n n
M 1

1
 

                              
Fig. 2: Example Average Image. 

3. Then find the difference Φ between the input facial image and the mean image 

 ii  

4. Next seek a set of M orthonormal vectors, un, which best describes the distribution of the data. The kth vector, uk, is 

chosen such that  
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      where uk and λk are the eigenvectors and eigenvalues of the covariance matrix C 

   5. The covariance matrix C has been obtained in the following manner 
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 nA  ,,,, 321   

   6. To find eigenvectors from the covariance matrix is a huge computational task. Since M is far less than N
2
 by N

2
, we 

can construct the M by M matrix   L= A
T
A , where

nmmnL  2
 

   7. Find the M eigenvectos, vl of L. 

   8. These vectors (vl) determine linear combinations of the M training set facial images to form the final eigenvectors or 

eigefaces ul 

Mlvu k

M

k lkl ,,2,1
1

 
 

 

After computing the eigenvectors or eigenfaces  and eigenvalues on the covariance matrix of the training images, the M 

eigenvectors are sorted in order of descending eigenvalues and chosen to represent eigenfaces or eigenspace. The 

following are the first four eigenfaces of our set of training face’s images  in the order of eigenvalues. 

                    

 

 

 

 

 

 

 

                                             

                                                   Fig. 3: Eigenfaces for the Example Image Set. 
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Finally, Project each of the original facial images into eigenspace. This gives a vector of weights representing the 

contribution of each eigenface to the reconstruction of the given image. 

 

 

6. FINGERPRINT RECOGNITION 
The system is initialized by first acquiring the training set. The training set fingerprints are classified into three types 

of fingerprint [8][9].  Eigenvectors and eigenvalues are computed on the covariance matrix of each type of training 

fingerprint. The M highest eigenvectors are kept for each type of fingerprint. Finally, the known individuals are projected 

into the corresponding Eigen fingerprint space, and their weights are stored.  Once the eigenfingers of type of fingerprint 

are created, identification becomes a pattern recognition task. When an unknown fingerprint or new fingerprint is found, 

classify of cluster it among one of the three types of fingerprint and project it into the corresponding class fingerprint 

eigenspace. To recognize the fingerprint, the Euclidean distance is measured between the unknown fingerprint's position 

in eigenspace and all the known fingerprint positions in eigenspace. Select the fingerprint closest in eigenspace to the 

unknown fingerprint as the match.  

 

Let a finger image I(x, y) be a two-dimensional N by N array of intensity values or a vector of dimension N
2
. A 

typical image of size 256 by 256 describes a vector of dimension 65,536, or equivalently, a point in 65,536-dimensional 

space [6]. Consider our training set of images of 100 by 100 pixels. Images of one type fingers, being similar in overall 

configuration, will not be randomly distributed in this huge space thus can be described by a relatively low dimensional 

subspace. The main idea of principal component analysis (PCA) is to find the vectors which best account for the 

distribution of the finger images within the entire image space. These vectors define the subspace of the finger images, 

which we call “eigenspace”. Each vector of length N
2
, describes an N by N image, and is a linear combination of the 

original finger images. Because these vectors are the eigenvectors of the covariance matrix corresponding to the original 

finger images, and because they are finger like in appearance, we refer to them as “eigenfinger”.  

 

Steps for eigenfingers / eigenspace calculation:  

 

     1. The first step is to obtain a set S with M finger images. Each image is transformed into a vector of 

         size N and placed into the set. 

 MS  ,,,,, 4321   

 

  

2. Second step is to obtain the mean image Ψ. 

            
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Fig.4 Example Average Image. 

 

3. Then find the difference Φ between the input fingerprint image and the mean image 

 ii  

4. Next seek a set of M orthonormal vectors, un, which best describes the distribution of the data. The kth vector, uk, is 

chosen such that  

        


M
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T
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      is a maximum, subject to     
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      where uk and λk are the eigenvectors and eigenvalues of the covariance matrix C 

   5. The covariance matrix C has been obtained in the following manner 
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 nA  ,,,, 321   

   6. To find eigenvectors from the covariance matrix is a huge computational task. Since M is far less than N
2
 by N

2
, we 

can construct the M by M matrix   L= A
T
A , where

nmmnL  2
 

   7. Find the M eigenvectos, vl of L. 

   8. These vectors (vl) determine linear combinations of the M training set finger images to form the eigenfingers ul 

Mlvu k

M

k lkl ,,2,1
1

 
 

 

After computing the eigenvectors and eigenvalues on the covariance matrix of the training images, the M eigenvectors 

are sorted in order of descending eigenvalues and chosen to represent eigenspace. Now the M´ significant eigenvectors of 

the L matrix are chosen as those with the largest associated eigenvalues. The eigenfingers span an M´-dimensional 

subpace of the original N
2
 image space. In Many of our test cases, based on M=25 finger images of each type of 

fingerprint, M´ = 9 eigenfingers have been used. We have discussed the Arch type’s finger print here. The number of 

eigenfingers of each class to be used is chosen heuristically based on the eigenvalues. The following are the eigenfinger 

which have been used of our system in the order of eigenvalues.                                         

 

 

                   Fig. 5: Eigenfinger for the Example Image Set. 

 

Finally, Project each of the original images into eigenspace. This gives a vector of weights representing the contribution 

of each eigenfinger to the reconstruction of the given image. 

    

7. EXPERIMENTAL RESULTS AND DISCUSSIONS 
 

The experimental results of the proposed system have shown  in the Table-1 & 2. In summary of the results of 

the system  have been identified with fingerprint individually 94% (in average), and with the facial image the accuracy 

was  92.75 % (in average).The  proposed  prototype system (integrating face and fingerprint) accuracy was  97% (in 

average). The system experimental results also exposed that the accuracy was decreasing with increasing of the sample 

trait.  

 

The proposed multimodal biometric can provide the following characteristics and benefits 

 More reliable if one of the human traits is damaged e.g., if fingerprint is not available so other trait like face can 

be used for identification. 

 It enhanced identification performance. 

 It can improve population coverage by reducing the failure to enroll rate. 

 

       

 

 

 



Asian Journal of Computer and Information Systems (ISSN: 2321 – 5658) 

Volume 06– Issue 03, June 2018 
 

Asian Online Journals (www.ajouronline.com)  20 

Table.1: Person Identification Results 

 

No of Person Identification with 

Facial image 

Identification with 

Fingerprint 

Identification by Integrating Face 

and Fingerprint 

50 94% 95% 98% 

100 93% 95% 97% 

150 93% 94% 97% 

200 91% 92% 96% 

Average  92.75% 94% 97% 

 

 

 

Table.2: False Reject Rate and False Acceptance Rate Result 

 

No of 

Person 

False reject 

rate with 

Facial 

Image 

False reject 

rate with 

Fingerprint 

False reject 

rate by 

Integrating 

Face and 

Fingerprint 

False Accept 

rate with Facial 

image 

False Accept 

rate with 

Fingerprint 

False Accept 

rate by 

Integrating 

Face and 

Fingerprint 

50 3% 2% 2% 3% 2% 1% 

100 4% 3% 3% 4% 3% 1.5% 

150 5% 4% 3% 4% 3% 2% 

200 6% 4% 4% 4% 3% 2% 

Average 4.5% 3.25% 3% 3.75% 2.75 1.625% 

 

 

 

8. CONCLUSION 
The proposed system integrates two different biometric approaches (face recognition and fingerprint 

recognition) and incorporates a decision fusion module to improve the identification performance. Firstly, It has been 

developed a person identification system using face that uses principal component analysis or eigenface technique. Then 

a person identification systems using fingerprint has been developed. The system has been worked in parallel mode of 

operation, where information from face and fingerprint were used simultaneously to perform recognition process. In this 

system, the decision fusion were designed to operate at the decision level. Each biometric system were performed  its 

own recognition decision based on its own feature vector. Conjunctive rule based methodology has been used to make 

the final recognition decision. Experimental results demonstrate that the system was functioning  very well. The response 

time as well as the accuracy of the system was minimal.  
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